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Conditions of Use

The following conditions regulate the use of computer programs
developed by the Hydrologic Engineering Center (HEC), Corps of
Engineers, Department of the Army.

1. The computer programs are furnished by the Government and are
accepted and used by the recipient individual or group entity
with the express understanding that the United States Government
makes no warranties, expressed or implied, concerning the
accuracy, c¢ompleteness, reliability, wusability, or suitability
for any particular purpose of the information or data contained
in the programs, or furnished in connection therewith, and that
the United States Government shall be wunder no 1liability
whatsoever to any individual or group entity by reason of any use
made thereof.

2. The programs belong to the United States Government.
Therefore, the recipient agrees not to assert any proprietary
rights thereto nor to represent the programs to anyone as other
than Government programs.

3. The recipient may impose fees on clients only for ordinary
charges for applying and modifying these programs.

q. Should the recipient make any modifications to the
program{(s), the HEC must be informed as to the nature and extent
of those modifications. Recipients who modify HEC computer
programs assume all responsibility for problems arising from, or
related to, those modifications. User support from the HEC to
third party recipients will only be provided after the second
party demonstrates that program difficulties were not caused by
their modifications.

S. This "Conditions of Use"” statement shall be furnished to all
third parties that receive copies of HEC programs from the
reciptent. Third party recipients must be notified that they
will not receive routine program updates, correction notices, and
other program services €from the HEC unless they obtain the
program(s) directly from the HEC.

6. All documents and reports conveying information obtained as a
result of tre use of the program(s) by the recipient, or others,
will acknowledge the Hydrologic Engineering Center, Corps of
Engineers, Department of the Army, as the origin of the
program{s).
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MULTIPLE LINEAR REGRESSION

THE HYDROLOGIC ENGINEERING CENTER
GENERALIZED COMPUTER PROGRAM
704-G1-12020

INTRODUCTION

1. ORIGIN OF PROGRAM

This program was developed in The Hydrologic Engineering Center by

R. & Willey and H. E. Kubik. A two-part FORTRAN II version was written
in 1968; a September 1970 version was written in FORTRAN IV and included
increased capability, and this version basically modifies the input to
conform with present standards.

[t is recognized that nearly all computer centers have access to multiple
linear regression programs, but this program inciudes some different
statistical philosophy and some capability that is particularly useful for
regional analyses.

2. CAPABILITIES OF PROGRAM

The program makes a multiple Tinear regression analysis and has the
following special features:

a. Automatic deletion. The analysis 1s first made with all of the
specified independent variables and then the least significant variable is
deleted and the analysis repeated.

b. Variable selection. A1l independent and dependent variables can
m~ stored and then only those variables desired for a particular analysis
may be used.

c. Combination of variables. New variables may be computed from
the input variables, e.g., a parameter A/S [basin area(A) times the square
root of main channel slope (S)] can be computed when area and slope have
been input.

d. Transformations. The variables may be transformed (square root.

logarithmic or reciprocal) to more nearly linearize the relations.
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e. Input regression parameters. The regression constant and
regression coefficients may be input and the residuals (difference
between observed and calculated), the adjusted multiple determination
coefficient and the standard error of estimate will be computed.

3. HARDWARE AND SOFTWARE REQUIREMENTS

This program has been developed and tested primarily on the UNIVAC 1108
and the CDC 7600 computer. No tape units are required.

PROGRAM DESCRIPTION

4. PROGRAM ORGANIZATION

The program consists of a main program and two subroutines. Subroutine
COMB is used to compute a new variable based on a combination of one or
more variables. Subroutine CROUT solves a set of simultaneous equations
to obtain the regression coefficients. The program will exit normally
only in the main program. A macro-flow chart of the program organization
is shown in figure 1.

5. THEORETICAL ASSUMPTION AND LIMITATIONS

The computations are made in accordance with the procedures given in
"Statistical Methods in Hydrology" by Leo R. Beard, January 1962. The
independent variables are deleted, in_turn, based on the minimum adjusted
partial determination coefficient (r 2).

The adjusted multiple determination coefficient is used to compute the
standard error of estimate. Care must be taken in insuring that there
are more observations than variables. If the number of observations are
very close to the number of variables, the results may be unreasonable.

Variables with zero or very little (.0000071) variance are deleted from
the analysis. A diagnostic is printed stating the name of the variable
deleted because of this Timitation.

6. METHODS OF COMPUTATION

The regression analysis is performed on either the transformed or non-
transformed variables in a like manner. The basic equation is:
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where the X values are the independent variables and the Y value is

the dependent variable. "n" is the number of independent variables in
the analysis. The regression coefficients (bj) are celculated using the
Crout Me'hod (Exhibit 1) for solution of the following equations:

° V< + vy - e e . © ) y o= Ty
u(x], by - A(J1x2) b2 4 + h(x1xp; tn .(yx])
;(x]xg) by + T(xz)“ by + - ot t(xzxn\ tn = V(yxz)
(2)
XX ) by {xox ) by + .. o+ (X )2 b= =(yx )
RN B s A ) ’ "' n n  “'n

where x. is the deviation of the value X for variable i, the observation
number Reing implied, from the mean (X.). ;T(xj)2 and F(xjx.) can be
determined from the following equations: J

where N is the number of events or observations.

The regression constant (a) is calculated by use of the equation:
b.X. (5)
where Y is the mean of the dependent variable for N events and the X,

values are the means of each of the independent variables for N events.

The unadjusted (RZ) and the adjusted (Ez) determination coefficients
are determined by the following equations:

2 b “(yxq) + by T(VX?)); -+« + by Zlyxp) (6)
~(y




RE =1 - (1 - RE)(N = 1)/(N - NVAR) (7]
where NVAR is total number of variables (both dependent and independent)
in the analysis.

The partial determination coefficient for a variable is the percent
increase in unexplained variance caused by deleting that variable from

the regression equation. The adjusted partial determination coefficient
is calculated by the following equation:
52 52
_ (1-R ) - (1-R )
r214.23 - 1.23 ~ 1.234 (8)
T =R 23

where the first subscript for the adjusted partial determination
coefficient indicates the depondent variable, the second indicates the
independent variable whose partial determination coefficient is being com-
puted, and the subscripts after the decimal indicate the other independent
variables involved in the computation.

The standard error of estimate (Se) is calculated by the following equation:

5, = - ()G = s /1R (9)

where Sy is the standard deviation of the dependent variable.

When the residual prediction option is specified the "RESINUAL" column

is calculated as the difference hetween the observed and predicted values.
The "ERROR AS DREVIATE" column is calculated as the residual divided by

the standarc deviation. The "RATIC" column is calculated as the residual
divided by the observed value.




EXHIBIT 1

Crout's Metnod*

One of the best methods for solving systems of linear equations
on desk calculating machines was developed by P. D. Crout in 1541.
This method is based on the elimination method, with the calculations
arranged in systematic order so as to facilitate their accomplishment
on a desk calculator. In this method the cosfficients and constant
terms of the equations are written in thec form of a "matrix," which is
a rectangular array of quantities arrangcd in rows and columns,

The method is best explained by an example, Suppose that in a
multiple correlation analysis it is required to solve the following
system of linear equations to obtain the unknown values of b, by, b

2 3 4
and bj'

x b + szx3 b3 + Zx224 bl+ + Ex2x5 b5 - Zx1x2

2 :
2x2x3 b2 + sz b3 + Exsxl+ bg + szxs b5 - Lxlx5

2
Zx2x4 b2 + Exsx4 b5 + Exu bh + Zx4x5 b5 - lexu
.2
Zx2x5 b2 + Zx3x5 b3 + Exux5 bL+ + Lx5 b5 - Exlx5

For simplicity let us replace the coefficients of the b's by the letters
P, q, r and s, and the constant terms by the letter t, using subsoriptis
1, 2, 3 and & to denote the respective equationss

P; b2 + q b3 + T b4 + 8 b5 - tl
P, b2 + g, b3 r T, 'b,_+ + 8, b5 = t2
b, + a3 b5 + r3 b4 + 83 b5 - t5
P b2 + oq b3 + T, b4 + 8, b5 - th

A continuous cheok on the computations as they progress may be obtained
by adding to the matrix of the above system a column of u's, such that
Uwp+q+1r+8+ t. The matrix and cheok column are written as
followss

“The Crout Method was presented at the AIEE Summer Convention in June 1941
by Prescott D. Crout. The method was developed by Gauss and refined by
Doolittle.
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3 “ ay Ty s | Y1 |
P, a, T S5 t5 )
|
P o \\\\ r 3 t u '
3 3 5\ 3 3 3
Py Gy %y 5, Y, b,

The elements Pys Ay r3 and 5, Jora the "principal diagonal®
the matrix. Examination of the orizincl eguitions shows that the
efficients are symmetrical about the principal diagomal, i.e., q
rl = p}’ r2 = qs' Sl = p‘v’ 32 = C“’-r, Gt 5-) = ru_c

This is characteristic of the systexm of equations to be solved in

of

COo-
- p2'

any

multiple correlation anelysis. Becawsa of this symmetry, the computa-

tions are considerably simplified. Vuaile the Crout method may be

used

to solve any system of lircar equations, the computational steps given

here are applicable only to those with symmetrical coefficients.

The solution consists of two perts, viz., the computation of
"derived matrix" and tha "back solution." ILet the derived matrix
denoted as follows:

Py . 9 R S Ty U
P, L . R, S, T, U,
Py & Ry 85 T3 T

a
be
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The elements of the derived matrix are computed as follows:s

*x.l"}; Rl-il- Sl-.s.;. Tl-i]-:. Ul-.l.l..l.
Py Py Py P P
PQ Q P R 82
L=t PGy 37 93 7 P5dy 2" g,
Q t.-T.P u2-U P
Q = - P Q S = = T, o=_2 12 U = 12
T A 2 2
Q2 Q2 Q2
R R. - P.R R R By
37 T3 7 Gy - Bk e ! S}'g
T3 i} t}'TZQQ'Tlpz 0 - uﬁ-b’zﬂ.i-UlPi
3
By Ry
S, = 8, - RSy -QS, - F5

Ty = Uy

Sy Sy

The ;2neral pattern of the above computations, which may be applied
to a system containing any number of equations, is as Jollows:

(1) The first column of the derived matrix is copied from the first
column of the given matrix.

(2) The remaining elements in the first row of the derived matrix
are computed by dividing the corresponding elements in the first row of
the given matrix by the first element in that row.

(3) After completing the niB row, the remaining elements in the (n+1)3§
column are computed. Such an element (X) equals the corresponding elcment
of the given matrix minus the product of the element immediately to the lcit
of (X) by the element immediately above the principal diagoral in the cisa
column as (X), minus the product of the second element to the left of (X)
by the second element above the principal dinsonal in the same column as (x),
eto. After each elemant below the principal disgonal is recorded, and while
that element is still in the calculator, it is divided by the element of
the principal diagonal which is in the same column. The quotient is the
element whose location is symmetrical to (X) with respect to the prinoipal
diagonal,

EXHIBIT 1




(4) Wnen the elements in the (n+1)*2 column and their syumetrical
counterparts have been recorded, the (n+1)iR row will be complete except
for the last two elements, which are next computed. Such an elcucnt (X)
equals the corresponding elezent of the given matrix minus the product
of the element immediately above (X) by the element immcdiately to the
left of the principal diagonzl in the szmo row as (X), minus the product
of the second element above (X) by the sccord element to the left of the
principal diagonal in the sams row as (X), eto., all divided by the
element of the principal diagcanal in the same row as (X).

The check column (U) of the derived matrix serves as a continuous
check on the computations in that each elcaent in the column equals
one plus the sum of the elements in the same row to the right of the
principal diagonal. That is,

U - 1+ Ql + Rl + Sl + T1

") - 1+ R. + 52 + 7

2 2 2

U} - 1+ S3 + T3

Uq - i+ Tk
Thig check should be made after completiing each row.
The elements of the derived matrix to the right of the principal

diagonal form a system of equations which may now be used to compute
the vnknown values of b2, b3, b4 and b5 by successive substitution.

‘This is known as the "back solution.” The computatiops are as follows:

b5 - T4
by = T, = S,b - Rby

b2 = Tl - Sle - Rlb4 - le

3

It is very important that the computations be carried to a sufri-
cient number of digits, both in computing the coefficients and constant
ternma of the original equations, and in computing the elementa of the
derived matrix. It is possible for relatively small errors in the
coefficients and constant terms of the original equations to result in
relatively large errors in the computed solutions of the unknowns. The

N
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greatest source of error in computing tha elements of the derived matrix
arises from the loss of leading significant digits by subtraction. This
must be guarded against and can be done bv carrying the computations to
more figures than the data. As a gencr.i rule, it is recommended that
the coefficients and constant terws of the original equations be ccrried
to a sufficient numver of decinals to produce at least five siymiflicunt
digits in the smallest quantity, and thot the elements ol the dorived
matrix be carried to one more decimal than this, but to not less than
six significant digits.

EXHIBIT 1




™

TZST MO,

1

JANUARY 1975

T2 STATISTITAL METHONDS (BEARD 1922) EX 133
™3 FTRST ANALYSIS-DATA SUPPLIED

J1 4

M LOG Q LOG SNO LOG GWLOG PRCP
TR LI B I B |

nTo 1335 L9392 L399 . 325 719
e 1937 . 945 .343 . 385 .534
DT 19238 1.052 . 369 .408 . 884
2T 1939 . 744 . 246 .428 . 581
DT 19240 .566 . 181 .316 .027
2T 1941 1.081 . 297 . 460 .315
DT 1242 1960 . 299 .51 .097
T 1943 .392 .3%4 .379 .707
T 1244 1.021 . 295 . 395 . 240
orT 1245 .929 . 321 .37A .091
nrTo 12446 . 755 . 153 .413 .38
DT 1947 . 960 . 280 -110 .979
ED

M 1

T3 DATA FROM PREVINDIJS ANALYSIS

™R 390 0 11

NT

™ TEST NO.2 JANUARY 1975

Py DATA WITH SPECTAL FORMAT

T2 COMPIITATION OF NEW VARIABLE

J1 4 1 1

NM AREA LENGTH SLOPE LOG Q
T O(A2,35,3F8.0/8X,F8.0)

o 9 1 L/S**,

co -3 1 3 5 6
ce .5

R 4300113

DT IDP R 230 38.3 1.27

Dr IDP R 3.082

DT BUF C 19.4 10.9 15.42

2T BUF C 2.377

DT MCDh C 7.52 7.0 9.56

DT MCD C 2.062

DTSALT 1 32.5 10.9 13.04

DTSALT 1 2.568

DTSALT 2 114 36.9 3.01

DTSALT 2 3.904

DT 2DP R 535 83,1 1.06

or 20P R 3.557

ED

ED

NT

™ TZST NO. 3 JANUARY 1975

T2 'JSE DATA FROM TEST NO. 1

T3 READ REGRESSTON COEFFICIENTS

J1 4 1

M LOS Q LOG SNO  LOG GWLOG PRCP
TR L A B B

RP ~.22 1.5 1.0 .3

nT o 1936 . 9392 .399 .325 .710
pro 1937 . 245 . 343 . 385 .634
T 1938 7.952 36D .408 . 886
DT 1339 .744 . 246 .428 . 581
T 1240 L6606 . 181 . 316 .027
T 19241 1.081 . 297 .460 . 315
T 1942 1,960 . 299 L811 . 097
DT 1243 L8922 . 354 .379 .707
T 1944 1.921 . 295 . 395 . 249
DT 1945 .920 .321 .376 . 091
T 17244 .755 . 168 413 .038
orooo17347 .90 . 280 410 .979
£

NI

T
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TEST DATA edTPUT

LA NERSEESERA RS RS SRERERRRR RS RS

MULTIPLE LINEAR REGRESSION

734-31-L2070 JAN 1975
REVISED TAN 1233

(AR AEE RS ESE RS R R R RRRREERERSS S

TEST NO. 1 JANTIARY 19375
STATISTITAL METHONS (3EARD 1332) EX 1313
FIRST ANATLYSIS-DATA SMPPLTED

NVAL NCOMB TPRNT TERMT INELE DELTA
4 b B 8] 0 0.90900

+ + + + ANMALYSTS NO 1

DEPENDENT VARIARLE

IPEP ... TRANSFORMATION CODES........
1 11110900002 00000000D
VARTABLE TRANSFORMATION
LOG D NONE
LOG SNO NONE
LOG GW NONE
LOG PRCP NONE

INPUT DATA

0OBS NO O0OBS ID LOG Q LOG SN0 LOG GW
1 12334 0.939 J.399 0.325
2 1937 0.9245 J.343 J.3835
3 1338 1.352 d.3AR9 0.498
4 1939 0.744 0.246 1.428
5 1240 1.666 0.131 0.316
3} 19341 1.081 0.297 0.450
7 1342 1.360 N.2949 0.511%
3 1343 3.8732 7.354 3.379
2 1944 1,921 . 295 0.1395
10 1945 3.920 0.321 0.376
1 1346 0.755% 0.168 0.413
12 1947 .20 0D.280 0.410

NOBR

LOG PRCP
2.710
0.634
0.836
0.581
1.027
1.315
1.097
0.707
t.240
1.001
1.038
0.979

TRES

+ o+ o+ o+




STATISTLICS OF DATA

BASED ON 12 DBSERVATINNSG

STANDARDN
VARTABLE AVERAGE VARTANCE DEVIATION
LOG SND 0.72360 0.0050 0.0704
LOG OGN 3.3305 0.0028 0.0531
NG PRCP 0,940 0.0572 0.2392
LG D 0.9195 0.0181 0.1346 DEPENDENT VARIABLE
STMPLE MRRELATTIN COEFFICULENTS
VARTABTE LOG SNO LOG GW LOG PRCP LOG Q
LOG SND 1.0000 0.0000 ~0.0457 0.5308
LOG GW 0.0000 1.0000 0.1275 0.4170
LOG PRCP -0.n0459% 0.1275 1.0000 0.2011
LOG D 0.5308 0.4179 0.2011 1.0000
INDEPENDENT REGRESSION PARTTAL
VARIABLE COEFFICIENT DETERMINATION
COEFFICIENT
LNG SNO 1.521805 0.9106
LOG GW 1.012231 0.6814
LOG PRCP 0.273387 0.7451
STANDARD
REGRESSTON R R BAR ERROR OF
CONSTANT SQUARE SQUARE ESTIMATE
-0.223704 0.9437 0.9226 0.0374

T o N L Rt R S o oy A e o R o o S

Pave 4 of 11




INDEPENDENT
VARIABLE

LOG SNO
LOG PRTP

REGRESSION
CONSTANT
0.103475

DEPENDENT VARIABLE

NBS NO  NBS 1D

1 12336
2 1337
2 12338
4 1331
5 1940
5 1941
7 1942
8 1943
2 1244
10 1945
11 1945
12 1947

STANDARD

REGRESSION
COEFFICIENT

1.547213
0.348730

R
SOUARE
9.8011

LOG

OBSERVED CALTULATSI

Bl

)
1
0
J.
1
"
)

.939 1.208
D.945 J.390
L0582 1.029
. 744 J.711
~6H U.750
.081 1.051
.60 0.979
3.897 0.933
.o21 1.022
.920 1.013
.755 0.742
.950 2.906

R SAR SOUARED

ERROR OF ESTIMATE

MEAN ERROR

MEAN SOTTARED ERROR

S R L A S o o

YARTABLE DELETED IS

PARTIAIL
DETERMINATINN
COEFFPICIENT
0.7167
0.5963
STANDARD
R BAR FRROR OF
3JARE ESTIMATE
0.7570 0.9663
ERROR AS
RESIDMAL NEVTATE
~0.059 -9.51%
7.055 9.412
0.032 7.236
0.033 D.243
~3.094 -).527
0.030 9.221
0.091 0.A05
-0.041 -9.306
-0.001 -3.006
-0.093 -).689
0.013 3.095
D.054 0.400
0.7570
0.066A3
0.0000
0.0033

FEEEEERE R R R PR RS L

Pawe

RATIO
-0.074
7.059
9.030
J.044
-0.141
0.027
0.977
-0.046

-0.001
-0.101
0.017
0.956




VARTABLE DELETED IS

INDEPENDENT REGRESSTION PARTIAL
VARTARBLE COEFFICLENT DETERMINATION
COEFFICIENT
LOG 310 1.286212 0.3979
STANDARD
REGRESSION R R BAR ERROR OF
CONSTANT SQUARE SQUARE ESTIMATE
0.5388n5 0.4524 0.3979 0.1044
DEPENDENT VARIABLE LOG Q
ERROR AS
o8BS NO  0OBS ID OBSERVED CALCULATED RESIDUAL DEVIATE
1 19356 0.939 1.052 -0.113 ~-0.840
2 1937 0.245 J3.980 -0.035 -0.260
3 1338 1.052 1.013 J.039 0.286
1 1339 0.744 0.8355 -0.1M11 -0.827
5 1940 0.666 0.772 -3.106 -0.785
6 1941 1.081 0.921 J.160 1.190
7 1942 1.060 0.923 0.137 1.015
8 1943 5.892 0.924 -0.102 -0.759
9 1944 1.021 3.918 0.103 0.763
10 1945 J.9220 3.952 ~0.032 -0.236
11 1946 2.755 0.75% 0.9000 0.000
12 1947 9.950 0.899 0.061 0.453
R BAR SQUARED 0.3979
STANDARD ERROR OF ESTIMATE 0.1044
MEAN ERROR 0.0000
MEAN SOQUARED ERROR 0.0091

S R A A S A2 R R R R R R R R R R N s

LOG PRCP

RATTIO
-0.120
-0.037

0.037
-0.150
-0.159

0.148

J.123
-0.115

0.101
-0.034

0.000

0.064

Page > of 11
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MILTIPLE TLINEAR REGRESSION

704-51-7,2020 I\ 1975
REVISED Jal 1933

LSS RS S E RS R ERES SRS NEIEEEEENES]

TEST NO. 1 JAIUARY 19375
STATISTICAL METHONS (3EARD 1932) EX 33
DATA FTROM PREVINIS ANALYSIS

+ + + + ANATYSIS NO 2 + + + +

DEPSNDENT VARTASLE -- LOG GW
IDEP ... TRANSFORMATION CODES........ NOBR IRES TEORC
3 221 1300000000000 009 0 0 0

VARTABLF TRANEF IRMATINON
LG D NOT TISED
LOG SND NP TISED
LOG GW NONE
LOG PRCP NONE

INPTIJT DATA

08S NO 0BS I0 LOG GW  LOG PRCP
1 1936 0.32% 0.710
2 1937 0.1385 0.634
3 19383 9.108 0.886
4 1939 0.428 0.581
5 1940 0.316 1.027
6 1941 J.460 1.315
7 1942 0.511 1.097
3 1943 3.379 0.707
9 1944 3.395 1.240
10 1945 0.376 1.091
11 1945 D.413 1.038
12 1047 9.410 0.979

Pave Hoor 11




STATISTICS OF DATA

BASED ON

VARTABTE

LG PRCP

LOG GW

STMPLE

VARTABLE LOG PRCP
LOG PRCP 1.3000
LOG GW 0.1275

INDEPENDENT
VARTABLE

LOG PRCP

REGRESSINN
CONSTANT
0.3325446

12 DBSERVATINNS
AVERAGE
J.9421

7.4395

CORRELATION COEFFICIENTS

LOG GW
0.127%

1.9000

REGRESSION
COEFFICILENT

0.072132

R
SQUARE
9.1057

VARTI ANCE

0.0572
0.00728

STANDARD
DEVTIATION

PARTIAL

0.2392

0.9531 DEPENDENT VARTABLE

DETERMINATION
CNEFFICIENT

R BAR
SQUARE
0.0163

0.90163

STANDARD
ERROR OF
ESTIMATE

0.0526

O L L L O N o S o N o S N S S S o A A X ST Y e
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LA AR E R R R AR R RS EE R AR ERER SRR XN ]

MULTIPLE LINEAR REGRESSION

704-G1-L2020 JAN 1975
REVISED JAN 1933

(AR SRS SRR RS RS RERRRRRE RS R]

TEST NO.2 TANUARY 1975
DATA WITH SPECIAL FORMAT
COMPUTATION OF NEW VARIABLE

NVAL NCOMB IPRNT IFRMT IDELE DELTA
4 1 N 1 g 0.92000

DATA FORMAT ( A2,35,3F3.0/8X,F3.0)
COMBINATION 1 STEP 1 2 3 4
OPERATION CODE -3 1 8 5

CONSTANTS 1/ 9.5009

+ + + + ANALYSIS

CEPENDENT VARIABLE --

INEP venen. TRANSFORMATION CODES........
a4 300130000000000000
VARTABLE TRANSFORMATION
AREA COMMON LOG
LENGTH NOT USED
SLOPE NOT USED
LOG Q NONE
L/S**.5 COMMON LOG
INPUT DATA
0BS NO OBS IN AREA 1.OG Q L/S** .5
1 IpP R 230.000 3.982 34.429
2  BUF C 19.400 2.377 2.776
3 Meh ¢ 7.520 2.062 2.252
4 SALT 1 32.500 2.568 3.018
5 SALT 2 114.000 3.004 21.211
6  2DP R 535.000 3.557 85.570

N

NOBR
0

$ o
-9
~ @
IS

NO 1 + + + ¢+

LOG Q
IRES [FORC
0 0
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STATISTI S

BASED AN a

OF DATH

ORSFRVATTONSG

S UANDARYD

JAkIaans PV VAR{ANCE JEV (ATUWN
ales = b L.Dlos UL /189
L/5*k 5 t.01M12 0.4525 0.5727
LOG O 2.7750 0.2934 J3.5418
STVMPLE ONRRELATION COEFFICIENTS
VARTABLE AREA L/S** S LOG Q
AREA 1.2000 0.9A58 0.9934
[L/S%* § 0.95583 1.9000 0.9566
LG 9 0.9934 J.95605 1.0000
INDEPENDENT REGRESSION PARTIAL
VARTABIFE COEFFICIENT DETERMINATION
COEFFICIENT
ARFA 0. 780395 0.8004
L/S¥** 5 -0.034300 0.0000
STANDARD
REGRESSION R R BAR ERROR OF
CONSTANT SQIARE SOIARE ESTIMATE
1.3912%1 0.9993 0.9830 0.0705

R S o S o o o o O N O e N R kR ok L oo S ok S S S (RS op Sy oy S S O o Sy o o Sy oy A Aoy S

INDEPENDENT

VARIABLE

ARFA

! REGRESSION
CONSTANT
1.4132446

VARIABLE DELETED IS L/S**.5

REGRESSTION PARTIAL
COEFFICIENT DETERMINATTION
COEFFICIENT
0.749774 0.9872
STANDARD
R R BAR ERROR OF
SOUARE SQUARE ESTIMATE
0.9397 0.9872 0.0614

R o e N A N e d A A A N R S N A S
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222222 R N TR SR R R R R TR R LR R
MULTIPLE LINEAR REGRESSION

704~-51-L2020 JAN 1975

REVISEN JAN 1933
KAARA KRR RRR RN A AR AR AR AR R K I N b &

TEST NO. 3 JANUARY 1978
USE DATA FROM TEST NO. 1
READ REGRESSION COEFFICIENTS

NVAL NCOMB IPRNT IFRMT INELE DELTA
4 0 1 Q 0 0.0000

+ + + + ANALYSIS NO 1 + + + +

DEPENDENT VARIASLE -- LOG O
IDEP ..., TRANSFORMATION CODES........ NOBR IRES IFORC
1 11110000000 0090000¢0 g -1 0
VARTIABILR® TRANSFORMATION
LOG 9 NONE
LOG SNO NONE
LOG GW NONE
LOG PRCP NONE
STATISTIZS OF DATA
BASED ON 12 OBSERVATIONS
STANDARD
VARTABLE AVERAGE VARIANTE DEVIATION
LOG SNO 0.29690 0.90050 0.0704
LOG GW 0.4005 0.0028 0.9531
LOG PRCP 0.9421 0.0572 0.2392
LOG Q 0.9196 0.9181 0.1346 DEPENDENT VARIABLE
STMPLF CORRELATION COEFFICIENTS
VARIABTE LOG SNO LOG GW LOG PRCP LOG O )
LOG SNO 1.0000 0.9000 -0.0457 0.6308
LOG GW 0.0000 1.0000 0.1275 0.4170
LOG PRCP ~-0.0452 0.1275 1.0000 0.2011
LNG 0 9 £308 0 4179 0 2011 1 0000
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INPUT REGRESSION COEFFICIENTS

CONSTANT -0.2200
! LOG SNO 1.5000
LOG GW 1.0000
LOG PRCP 0.3000
DEPENDENT VARIABLE NG Q
ERROR AS
OBS NO OBS ID OBSERVED CALCULATED RESINDUAL NDEVIATE RATIO
1 13356 0.939 0.956 -0.017 -0.129 -0.019
2 1937 0.945 J.904 3.041 0.305 0.041
3 1938 1.1052 1.044 J.008 0.058 0.907
4 1939 7.744 J3.776 -0.032 -0.237 -0.043
5 1340 J1.665 0.694 -0.028 -0.206 -0.042
5 1941 1.081 1.110 -0.029 -0.213 -0.027
7 1942 1.060 1.098 ~-0.038 -0.286 -0.036
8 1943 9.892 0.237 -0.045 -0.338 -3.051
2 1244 1.021 1.019 J3.302 0.015 2.002
10 1945 J3.920 0.997 -30.077 -0.571 -0.084
1 1246 1.755% 0.773 -0.018 -0.135 -0.024
12 1947 3.960 0.932 0.028 0.210 0.929
R BAR SOUARED 0.9199
STANDARD ERROR OF ESTIMATE 0.9383
MEAN ERROR -0.0171
MEAN SOQITARED ERROR 0.0013

Bk N o o e N N Y AR R R R T R RN N R S R AR RS
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DESCRIPTION OF INPUT DATA
GENERALIZED COMPUTER PROGRAM
704-G1-L2020

T1, T2, T3 Title Cards

Three title cards for the identification of the ouput. A T1 must be
in columns 1 and 2 of the first card. A new T3 card is required for
each subsequent analysis which uses the same data set.

J1 - First Job Card

Fie]d(]) Variable Value Description
. NVAL Total number of values {variables) to

be read for each observation and stored
for use in this and subsequent analyses.
This is not necessarily the number of
variables to be included in the first
analysis which will be specified by the
TR card. Dimensioned for 18 variables.

2. NCOMB Number of new variables to be computed
by combining two or more variables and
constants. A1l combinations for subse-
quent analyses which use the same data
must be performed in firsi analysis.
Dimensioned for five combinations. Sum
of NVAL and NCAMB must not exceed 18.

3. IPRNT Data list options.
0 Provides list of input data for each job.
1 Suppresses listing of input data.

(])The standard card format for most HEC programs consists of columns 1

2 reserved for ihe card code (Field Q) and ihe remaining columns used
for program specification or data. Columns 3-8 are Field 1 and the
remaining 72 columns are divided into nine 8-column fields.
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J1 Card (continued)

Fielc Variable Vaiue
4. [FRMT
0
1
5. IDELE
0
1
6-10.

NM -_Variable Name Card

Field Variab e  Value
1. DELTA
2-10. ANAMA

Description
Format of data on the cards.

Data in standard format of (A2,A6,9F8.0)
for card identificatiun, observation
identification, and data, respectively.
The format for the second card, if
required, is (8X,9F8.0).

Special format will be read on FT card.
Deletion options.

Automatic deletion of each variable

with Towest partial determination coefficient,
in turn, Juntil only one independent variable
Yemains.

Suppresses automatic deletion.

Not used.

Description

Increment which will be added to all data

Lo meet certain constraints when logarithmic,
square root, or reciprocal transformations
are made. The increment should be zero
unless the following constraints are
violated:

Transform Constraint

Logarithmic “data™ + DELTA >0
Square root “data" + DELTA >¢
Reciprocal "data" + DELTA 4N

Alphanumeric rame of each variable read
in, NVAL (J1.1) names. Order must corres-
pond to order of data as read. If more
than one card is needed, the name for the
10th variable is placed in field 2 of

the second card, etc.
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FT - Special Format Card

Supply this card only if IFRMT (J}.4) is positive.

Field Variable Value Description
1-10. IFMT Format of data to be read from cards.

The first field must read the data card
code (the DT) in A2 format and the second
field must provide for an alphanumeric
identification of the observation in

A format and NVAL (J1.1) floating point
fields, e.qg., (A2, A4, 10X, 10F6.0). The
second A field cannot exceed six columns.
NOTE: Pareniheses must be provided in

specification.
CJ - Combination Job ard')
Field Variable Value Description
1. NOP Number of operation codes necessary to

compute a new variable by combining one
or more variables. Dimensioned for 20
operation codes.

2. NCPN Number of constants necessary to compute
a new variable. Dimensioned for five
constants.

3. ANAMA Alphanumeric name of new variable being
computed.

4-10. Not used.

Cv - Combination Operations Card(])

Supply tnis card only in conjunction with CJ card.

Field Variable Value Description
1-10. 10pP Operation to be performed, NOP (CJ.1)
values.

(Tybrovide NCOMB (J1.2) sets of CJ, CO, and, if required, CC cards.
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€0 _Card (continued)
The sequence of operations necessary to obtain a desired computed
variable must be specified by "operation codes." These operations
are performed by using three operating registers, argument (ARG),
accumulator (ACC) and storage (STORE). The accumulator has been
initialized to zero prior to computations. Any constants necessary
for the arithmetic will be entered on the CC card in the sequence
necessary. The final value in the accumulator is used as the value
for the new variable.

Operation Operation Code

Variable-ARG -vn  Variable number, preceded by minus
sign, to use next where "vn" is order
number as read in or combined. This
variable becomes the argument.

ARG+ACC~ACC 1 Add argument to accumulator.
ACC-ARG~ACC 2 Subtract argument from accumulator.
ARG(ACC)-+ACC 3  Multiply argument times accumulator.
ACC/ARG~ACC 4  Divide accumulator by argument.
ACCARG»ACC 5 Raise accumulator to power of argument.
ACC»STCRE

then 0.-ACC 6 Store accumulator while further arith-

metic is done. Accumulator is then
reset to zero.

STCRE-~ARG 7 Retrieve stored value. This value now
becomes the argument.

Corstant-~ARG 8 Use the next constant on the CC card
as the argument,

(1)

CC - Combination Constants Card

Supply this card only if NCON (CJ.2) is positive.

Field Variable Value Description
1-5. CNST Supply NCON (CJ.2) values.
6-10. Not used.

(Mo rovide NCOMB (J1.2) sets of CJ, €O, and, if required, CC cards.
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TR - Analysis Specification Card

This card is provided for each analysis.

Field Variable Value
1. IDEP
2-6. IFUNC
0
1
2
3
4
7. NUBR
8. IRES

Description

Number identifying the order number

of the dependent variable in the total
array of values read in, i.e., 3 if
third value in the array is the desired
dependent variable.

Variable deletion or transformation code
for each variable. NVAL (J1.1) ptlus

NCOMB (J1.2) values in special (12)
format, i.e., the code for the first
variable read would be in column 10, the
code for the second variable in column 12,
etc.

Operation
Delete from current analysis
No transformation
Square root
Logaritihmic, base 10
Reciprical

The rumber of observations to be used
in this analysis. The program will
count the number of observations (NOBS)
as the data are read; therefore, may be
left blank if all observations are to
be used in analysis. If positive, the
first NOBR observations will be used,
but must be Tess than or equal to NOBS.
Dimensioned for 500 observations.

Residual-prediction options. Provides

a tabulation of the observed, calculated,
the difference between the observed and
calculated, and, if the log transformation
of thc dependent variable, the ratio of

the observed to the calculated. The
computation for a muitiple linear reares-
sion analysis will be performed when IRES>0.
Predetermined regression parameters will

be read (RP card) when IRES= -1.
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TR Card (continued)

Field  Variable  Value
-1
0
>0
9-10.

RP_- Regression Parameters Card

Supplv this card only if IRES (TR.
Field Variable Value

1. AA

2. BB

DT - input Data Cards

Input data need only be provided for first analysis.

Description

Regression parameters to be read in
with no analyses.

Suppresses residual--prediction
routine.

Positive number indicating maximum
number of independent variables to

be included in eguation. Routine
will operate for each deletion there-
after.

Not used.

8) is -~1.

Description
Regression constant.

Regression coefficients. Supply same
number of coefficients as there are
independent variables (one less than
the number of IFUNC (TR.2) values
that are greater than zero) in the
order corresponding to data.

Subsequent analyses

can use same data provided all necessary data are read in first analysis.
The data may be in the following format or the format specified by the FT

Description

An alphanumeric jdentification for the
observation.

card. Dimensioned for 500 observations.
Field Variable Value

1. XID

2. X

Value for the first variable.
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DT Card (continued)

Field Variable Value

3-10. X

ED - End of Data Card

Supply the sane number of £D cards

on DT cards.
Field Variable Value

0. ID

NJ - Next Job Card

Field Variable Value

1. NEXT

Description

Value for succeeding variables, NVAL
(J1.1) values. If more than one

card is needed, the value for the

10th variable is placed in field 2

of the second card, etc. The identifi-
cation (XID) can be repeated in field 1
to assist in identifying each card.

as required to supply one observation

Description

The letters ED must appear in columns 1
and 2.

Not used.

Description

This variable indicates what type of
job follows according to the following
values:

Begin a new job. Branches to beginning
of program and reads T1, T2, and T3
cards for a new job or for a normal
stop.

Different analysis with same input
data. Branches to read T3, TR, and,
if required, RP cards. (No data cards
provided.)

T1 card, plus three blank cards, will cause a normal STOP.
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E1ther Tj or Tl depending on NEXT (NJ. 1) T1 card plus
1 _three blank cards will _cause a normal STQP
NEXT

l 1 L | |
1o -J_ L_‘,_J_ | IO N R

.. NVAL values.Standard format unless |

B T et (014050
BB BB ... NINDP values. Omit unless IRES

| 1 ! I ! | | (TR.8)>0
IFUNC .. HVAL + NCP™S values NOBR IRES )
! Special 12 format |
CC YCNST CNST .... NCON values. Omit unless NCON (CJ.2)>OﬁW J
. L { ! l I

co)Y 10P IOP .... NOP values. h
el T T el N N IO S B f
CJ NOPI NCON  ANAMA Omit CJ, CC, CC uT]ess NCOMB
b a1.2)0
FT Y (Nonstandard FORMAT of input data). Om]t un]ess IFRMT ) J
1

I T S 1o 1@, zu_o_j
NMJOELTA ANAMA ANAMA .... NVAL 1
[ i Rt I il e T R B /
NVAﬁ NCOMB IPRNT IFRMT IDELE v,
I T Rt T S R
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